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We present a novel technique for the detection of higher modes within the gravitational wave7

signal, requiring only parameters derived from the coherent WaveBurst algorithm. This method8

relies only on leading order approximations of the frequency evolution of the signal, as well as9

approximations for the evolution of the higher modes. It is applied to two distinct distributions10

forming a statistical background and foreground for the test of the null hypothesis: that a typical11

signal does not contain higher mode presence. Each of these distributions is passed through noise12

curves for LIGO observing runs 3,4, and 5, showing how the method will improve as the sensitivity13

of LIGO reaches closer to its design specifications. Finally, we present the future of the method14

to come, outlining its current development as a part of the cWB search pipeline as well as future15

routes of research regarding its use.16

I. INTRODUCTION17

Since the first detection of gravitational waves by18

LIGO in 2015 (Ref. [1]), the sensitivity of ground based19

detectors has increased dramatically. As LIGO nears its20

design sensitivity with the planned A+ upgrade, an un-21

precedented number of compact binary systems are ex-22

pected to be observed (Ref. [2]). Given this outlook, a23

heightened importance has been placed on rapid parame-24

ter estimation techniques, as passing every event through25

the computationally expensive process of matched filter-26

ing has become untenable.27

Two observations during observing run 3 (O3) show28

unequivocal evidence of the presence of higher order mul-29

tipoles: GW190814 (Ref. [3]), and GW190412 (Ref. [4]).30

These events were of great significance for the fields of31

gravitational wave data analysis and theory, as the ob-32

servation of higher modes within the gravitational sig-33

nal provides an orthogonal information set to the typical34

quadrupole mode. This creates the perfect laboratory for35

tests of General Relativity within the strong-field regime36

of the extreme binaries which produce significant higher37

mode amplitude. Particularly, Ref. [5]. outlines the use38

of higher harmonics as a method for testing the No-Hair39

Theorem, which posits that a black hole is completely40

defined by the parameters which enter the Kerr metric41

(charge, angular momentum, mass), relying on the dif-42

fering ringdown frequencies and damping factors of the43

higher multipoles.44

Beyond tests of General Relativity, the resolution of45

higher modes allows for the source parameters of the46

generating system to be reconstructed more accurately47

than is possible with the quadrupole mode only, and it48

allows for the breaking of degeneracies which arise within49

parameter estimation. For instance, a degeneracy which50

exists between the luminosity distance and orbital incli-51

nation of a compact binary can be resolved by exploiting52

the orthogonality of the di↵erent higher modes (Ref. [6]).53

Increasing the accuracy of distance estimations in this54

way could have significant cosmological implications, as55

accurate source distances could be used to place further56

constraints on the Hubble parameter (H0).57

The work of Vedovato et al. (Ref. [7]) outlined58

the possibility for the detection of higher modes using59

only the reconstructed scalograms of the coherent Wave-60

Burst (cWB) algorithm (Ref. [8]). The reliance of this61

method on source parameters estimated from matched62

filtering makes it impossible to implement within the63

low-latency pipeline, however. We extend this paper to64

a model-independent, minimal assumption approach, ca-65

pable of using only cWB reconstructed parameters (chirp66

mass, coalescence time), to rapidly generate a detec-67

tion probability for higher modes. This is possible using68

only the leading order Newtonian approximations for the69

quadrupole gravitational wave signal of two inspiraling70

point-like particles.71

This study is ordered as follows: Section II introduces72

the mathematics of the gravitational wave multipole ex-73

pansion, and provides an outline of the coherent Wave-74

Burst algorithm. Section III discusses the structure of75

our method, introducing the functions and hyperparam-76

eters used to generate optimal fits to the di↵erent mode77

tracks. Section III also describes the source distribu-78

tions used to test our method. Finally, Sections IV and79

V discusses some preliminary results achieved with this80

method, as well as a brief summary containing future81

directions for this research.82

II. BACKGROUND83

A. Higher Multipoles of Gravitational Radiation84

Gravitational radiation from the inspiral of a compact85

binary system is dominantly emitted at twice the orbital86

frequency. However, this is not the only harmonic present87

in the signal. Following the Newman-Penrose formalism88

(Ref. [9]), a general gravitational wave signal, with strain89

h = h+�ih⇥, can be decomposed into an infinite series of90

multipoles using the spin-weighted spherical harmonics:91
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where (⇥,�) encode information about the angular92

source location, and ~� contains all intrinsic source pa-93

rameters (i.e component masses). For a typical event,94

the vast majority of the amplitude lies in the quadrupole,95

(l, |m|) = (2, 2), harmonic. However, events which ex-96

hibit significant asymmetry can have energy present in97

the subdominant harmonics. Specifically, for events with98

highly asymmetric component masses, a non-negligible99

amount of energy is expected to be present in the100

(l, |m|) = (3, 3) harmonic (Ref. [10]).101

B. Coherent WaveBurst102

Coherent WaveBurst is a coherent energy detection103

method, developed to detect transient burst signals104

within the highly complex noise background present105

in gravitational wave detectors. The main detection106

pipeline of cWB can be summarized as follows. First, the107

time-stream detector data from each detector in the net-108

work is transformed to the time-frequency domain using109

the wavescan transform described in Ref. [11]. The re-110

sulting scalograms from each detector are combined, with111

the coherent energy between them maximized to account112

for any time-of-flight o↵sets. Given the non-stationary113

noise present in gravitational wave detectors, the max-114

imization of coherent energy will cause the noise back-115

ground to interfere destructively, but any signal present116

to interfere constructively. Finally, estimates for the117

gravitational wave signal are generated by applying the118

constrained likelihood function (Ref. [8]).119

Post-detection,the cWB pipeline allows for the recon-120

struction of several important source parameters. Princi-121

pal to our analysis, cWB is able to reconstruct the chirp122

mass and coalescence time of a binary within seconds of123

a detection. The details of the procedure for the chirp124

mass estimation are outlined in Ref. [12].125

III. METHODS126

In the leading order Newtonian approximation, the fre-127

quency evolution of the quadrupolar mode of two inspi-128

raling point masses is governed by the equation:129

f(2,|2|)(t) =
1

⇡

✓
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With Mc referring to the chirp mass of the binary, tcoal130

the time of coalescence, and G, c the gravitational con-131

stant and speed of light respectively (Ref. [13]). It’s132

worth noting that, since this equation is defined for the133

case of two point masses, it’s only valid for the inspiral134

phase of the waveform. Additionally, the frequency evo-135

lution of subsequent multipoles, as shown in Ref. [7], can136

be approximated using the relation:137

fl,m(t) ⇡ m

2
f(2,|2|)(t). (3)

cWB is capable of producing rapid estimates for the chirp138

mass and tcoal. These estimated parameters gives us an139

initial guess for the frequency evolution of the (2, |2|) and140

(3, |3|) modes according to the above equations.141

FIG. 1. Scalogram of GW190814 with the model hyperpa-
rameters defined. The tracks shown in maroon and black
represent determined best fit to the (2, |2|) and (3, |3|) tracks,
using the maximum energy approach. Bounding the (2, |2|)
track, the � bandwidth shaded in grey shows the area within
which pixel energy was summed. The dashed red line shows
the used � cuto↵, meaning only 85% of the entire signal du-
ration was used in the calculation of the energy ratio.

Our method relies on calculating the energy around142

a projected path, so we say the di↵erence between the143

(2, |2|) and (3, |3|) tracks is our bandwidth such that we144

cannot count pixel energy for both tracks. We also im-145

pose a so called � time cuto↵ factor as an upper limit146

time for the sake of energy summation. For the case147

of our calculations, we say the reconstructed tcoal cor-148

responds to � = 1 and � = 0 is the start time for the149

signal. This � cuto↵ ensures we don’t count energy in150

the merger phase, as this is where contributions from151

each mode overlaps and the simple frequency evolution152

defined in Eq. 2 breaks down. In order to ensure our153

projected (2, |2|) track lay on the path with the most en-154

ergy, we allow a fitting parameter ↵ to scale the track155

frequency. We expect the (2, |2|) track to appear near156

↵ = 1 and the (3, |3|) track to appear at 3
2 times the157

(2, |2|) frequencies according to Eq. 3. We also fit the158

coalescence time with an o↵set according to the same159

best-energy maximisation. We then sum all of the en-160

ergy within the (3, |3|) band and divide it by the (2, |2|)161

energy, returning our energy ratio test statistic:162

⌘ =
E(3,|3|)

E(2,|2|)
(4)
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A. Tuning the Method163

The presence of free hyper-parameters �,� within our164

model necessitates tuning. We know the frequency evo-165

lution breaks down near coalescence so we can’t rely on166

any meaningful energy ratio here. The magnitude of con-167

tribution from the (3, |3|) mode is also greatest at higher168

frequencies, so we needed to balance the harshness of our169

beta threshold in order to maximize detection likelihood.170

For the collection of the results presented in Section IV,171

we follow the convention of Ref.[7] in defining � to be172

equal to half the distance between the (2, |2|) and (3, |3|)173

tracks.174

Preliminary testing was conducted on the impact of �175

on the quality of the fit and returned ⌘, however this hy-176

perparameter still requires significant optimization. For177

the duration of this study, a � value of 0.85 was selected,178

as it showed a good compromise in not cutting o↵ too179

much of the late inspiral stage of the signal and not al-180

lowing for significant leakage from the merger phase.181

B. Distributions182

In order to test the e�cacy of our method, several183

distributions of gravitational wave events were gener-184

ated. The primary distribution comprised events gener-185

ated from GWTC-3 data, or the population of compact186

binaries expected based on gathered O3 data (Ref. [14]),187

giving us a realistic distribution of source parameters.188

It’s anticipated the number of events within this dis-189

tribution containing significant higher mode amplitude190

is small, making it an ideal background distribution for191

application of the test statistic. A foreground distribu-192

tion of events with expected higher modes was generated193

from the GW190814 parameter estimation distribution.194

This distribution comprised the highest SNR waveforms195

from the matched filtering analysis of GW190814. These196

two distributions formed the bulk of our analysis, and197

representative plots of the parameter space of each are198

shown in Fig. 2. The background of realistic events199200

and foreground of higher mode events were separately201

passed through the cWB detection pipeline, with noise202

curves corresponding to analytical noise curves for O3203

and O4, and a theoretical noise curve for O5.Simplified204

fits to these noise curves for LIGO-Hanford are shown in205

Fig. 3. Future work will include the extension of each of206

these distributions to include only waveforms which con-207

tain contribution from the (2, |2|) mode. In this way, we208

create a perfect background to compare against, allowing209

us to determine how often our test returns false-positives.210

IV. RESULTS211

Unfortunately, the results presented in this section are212

preliminary. Through the application of the method to213

each of the distributions outlined previously, we obtained214

FIG. 2. Parameter space studied in each distribution used.
The left column corresponds to the distribution derived from
GWTC-3, representing a more realistic collection of events.
The right column comes from the highest SNR matched fil-
tering waveforms for GW190814. These two distributions
formed the background (few events with (3, |3|)) and fore-
ground (many events with (3, |3|)) for the application of our
test statistic. For clarity, the top plot of each column shows
a scatterplot of the component masses of the binary, whie the
lower histograms show the distribution of total mass, M, and
mass ratio, q, present in the distribution.

FIG. 3. Simplified fit to analytical LIGO-Hanford sensitivity
curves during observing runs 3 and 4, as well as the predicted
sensitivity curve for observing run 5.



4

FIG. 4. Energy ratio histograms for each distribution passed through each LIGO noise curve. We see a clear separation between
the background and foreground distributions by O5, showing our method to be e↵ective in di↵erentiating between signals with
and without higher mode presence.

the histograms of Fig. 4. This was the principal result215

achieved, but it shows that our method is able to consis-216

tently distinguish between a signal with signficant higher217

mode presence (given by the parameter estimation distri-218

bution) and the background of signals which do not. We219

also see that even with the sensitivity of O4, we are able220

to di↵erentiate background signals with no higher mode221

presence from signals with strong higher mode presence.222

Moving into the O5 noise curve, this fact becomes even223

more present.224

A. Limitations225

Several limitations regarding the implementation of226

the method outlined here presented themselves during227

the course of our study. Principally, strict SNR and chirp228

mass cuto↵s were required to ensure the signal being fit229

to had a strong chirping structure. The SNR cuto↵ is230

intuitive, if a signal is not strong enough we will not be231

able to properly fit to it, but the chirp mass cuto↵ is232

slightly more subtle.233

It was discovered that high chirp mass signals have a234

tendency to have their energy ”smeared” across a broad235

range of frequencies at any given time. This makes it236

quite di�cult to generate accurate estimates for the en-237

ergy ratio, as energy from the (2, |2|) can begin to leak238

into the region under the (3, |3|) track. Likely, this smear-239

ing e↵ect is a combination of multiple factors. First, the240

wavelet transform of cWB can su↵er from spectral leak-241

age, becoming particularly problematic for the louder242

signals generated by high chirp binaries. Second, the243

amount of time high chirp signals spend within the LIGO244

FIG. 5. High chirp mass signals from the realistic distribution,
passed through the noise curve of LIGO O5.

band is shorter than that of low chirp signals, and the245

portions of the high chirp signal which enter the LIGO246

band are much closer to the merger. Figure 7 shows this247

e↵ect, higher chirp signals have much shorter durations.248

Figures 5 and 6 show example signals from the realistic249

distribution with high and low chirp masses respectively.250

The smearing e↵ect is evident in the structure of these251

signals. To limit the impact of this e↵ect on our estima-252

tor, only signals with a chirp mass below 40 solar masses253
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FIG. 6. Low chirp mass signals from the realistic distribution,
passed through the noise curve of LIGO O5.

FIG. 7. Relationship between reconstructed chirp and signal
duration for the realistic distribution passed through the pro-
jected LIGO noise curve for O5.

were considered.254255

V. SUMMARY256

Over the course of this project, we were able to de-257

velop a novel method for the rapid detection of signals258

with higher order modes. This tool is able to consistently259

di↵erentiate between a background distribution with lit-260

tle to no presence of higher modes and a foreground dis-261

tribution which contains strong higher modes. Already,262

development has begun on the implementation of this263

tool within the cWB pipeline, and it’s expected to begin264

use in LIGO O4.265

A. Future Work266

Though our tool is already being developed for im-267

plementation into cWB, a large amount of optimization268

work remains. A gap is present in the definition of our269

background and foreground distributions, in that our270

background distribution still contains some signals with271

likely presence of higher modes due to their extreme mass272

ratios. To combat this, distributions will be created in273

the future comprised of only waveforms with contribu-274

tions from the (2, |2|) mode, generated artificially based275

on the parameters of the realistic and parameter estima-276

tion distributions described previously. This should rep-277

resent a more ideal background distribution, allowing for278

more rigorous tests of the null hypothesis: that a typical279

detected signal does not contain significant higher mode280

presence. Additionally, as the model relies on several hy-281

perparameters, a more in-depth analysis of the optimal282

hyperparameters must be conducted.283
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