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This project sought to compare the accuracy of gravitational wave waveform models generated in
the frequency domain with models generated in the time domain. The accuracy would be determined
by how well one model, called the template, would be able to recuperate an input signal parameter.
This was done by first developing a set of tools which allowed for comparison between two waveforms.
The frequency domain models were tested on themselves to see if these comparison methods were
working, since the results are known. Interesting behavior was encountered here, and explored
within the frequency domain models. After this, issues began to appear which made the comparison
between the frequency domain generated waveforms and the time domain generated waveforms
unfeasible.

I. INTRODUCTION

A. Gravitational Waves

Coming out of Einstein’s theory of general relativity,
gravitational radiation is emitted when the quadrupole
moment of mass of a system has a non-zero second
derivative in the transverse traceless (TT) gauge. The
quadrupole moment of mass in the TT gauge is defined
as
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where s is a position vector within the source/system,
and Sij , when we view the system from a location r where
r >> s, is defined as
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where n is a unit vector in the r direction. Then, the
instantaneous strain of the gravitational wave is given by

hij(t) =
2G

c4r
Ïij(t� r/c) (3)

This gravitational wave strain is what travels through
spacetime, and the spatial deformations these produce
are what allows us to use interferometers to record data
[2].

B. Background: Waveform Modelling

For the case of a binary system, such as the binary
black hole systems which will be the only type analyzed
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FIG. 1. Image from [5]. Here, we see a full time domain signal
of gravitational wave strain vs. time. The di↵erent sections
of the waveform are clearly labeled, and all of these must be
modelled di↵erently.

FIG. 2. An example of a time domain waveform generated
using the lalsimulation package.

in this paper, we are unable to predict exactly what the
gravitational strain should look like given a certain set
of system parameters. This is because there is no an-
alytic solution to the two-body problem in GR. Thus,
we are forced to make approximations and use numerical
modelling to predict these.
Firstly, one can draw distinctions between di↵erent

FIG. 3. An example of a frequency domain waveform gener-
ated using the lalsimulation package.
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parts of the binary black hole (bbh) system’s evolution,
as can be seen in Figure 1. The inspiral represents the
moments in the system where the black holes are far from
each other and are orbiting at a fairly regular frequency.
Since this, along with the fact that the velocity of the
black holes in this region is far below the speed of light,
allows for certain approximations to be made, we are
able to model this region analytically. The merger repre-
sents the period in which the black holes get very near to
each other and the speed of the black holes approaches
that of light. In this region, the approximate solution
to not describe the system well, and data from numer-
ically solutions to the Einstein equation is used to help
inform this part of the evolution. The ringdown repre-
sents the point in which the black holes have finally made
contact with each other and are merging into one black
hole. Here, the velocities are very near that of light and
the gravitational field is very strong, making all of the
low-relativistic assumptions nonsensical. Here, only the
numerical solutions of the Einstein equations are able to
provide accurate information.

There are various di↵erent models out which create the
waveforms for bbh systems. Among them is the E↵ective
One Body (EOBNR) family, which reduce the bbh prob-
lem to a one body problem, and then solve the system of
equations for this problem in order to model the behav-
ior of the bbh system. This model uses post-Newtonian
approximants to model the system and then merges the
results to those of numerical relativity data. Important
to note for this project, these waveforms are generated in
the time domain. The NRSurrogate waveforms are gener-
ated by numerically solving the Einstein equations for the
bbh system, which makes this method the most accurate
out of all of these options. This method is also very com-
putationally expensive. However, NRSurrogate is only
able to be used in certain regions of the parameter space
(for high masses, for example) which restricts its ability
to be used. These waveforms are also generated in the
time domain. This method is also computationally ex-
pensive. The Phenomenological (Phenom) family is yet
another method, which makes use of of post-Newtonian
approximants (like the EOB models), but creates the
waveforms in the frequency domain. These waveforms
are then merged to the numerical relativity data for the
merger and ringdown.

The models all make use of a set of source parame-
ters, such as the mass ratio between the two black holes
(defined as the ratio of the lower mass black hole in the
system to that of the higher), the total mass of the sys-
tem, and the spin of each black hole (in all three spatial
directions). The coordinate system for binary black hole
systems is set such that the two black holes orbit each
other entirely in the x-y plane. Also useful to note is
the chirp mass, which is a combination of mass and mass
ratio which is measured by the detectors. Chirp mass is
defined as

Mc =
Mq3/5

(1 + q)6/5
(4)

where M is the total mass of the bbh system and q the
mass ratio described just now [5].

II. MATH

In order to compare waveform models, we must de-
scribe a set of mathematical tools which allow us to do
to do this. Let us define ✓ as the source parameters used
to generate the waveform. Then h(✓) is one waveform
generated with the source parameters, and h(✓0) is an-
other signal generated using a di↵erent set of parameter
values. Then we define the inner product between two
di↵erent waveform signals as

hh(✓)|h(✓0)i = 4Re

Z fmax

fmin

h̃(✓)h̃2
⇤
(✓0)

Sn(f)
df (5)

where Sn(f) is the instrument’s noise spectral density
and h̃ represents h in the Fourier domain [6].
Using this definition, we are able to define a quantity
referred to as the overlap which is representative of the
”overlap” between the two normalized gravitational wave
signals.

O =
D
ĥ(✓)

���ĥ(✓0)
E
=

hh(✓)|h✓0i

hh(✓)|h(✓)i hh(✓0)|h(✓0)i
(6)

This is a kind of extension of the inner product as used
for vectors, where instead of vectors we are using the
waveform signals [3]. Note that the hatted signals denote
the normalized signals.
We must also define a parameter ⇤ called the likelihood
defined as

⇤ =
exp(�hh(✓0)� h(✓)|h(✓0)� h(✓)i /2)

exp(�hh(✓0)|h(✓0)i /2)
(7)

[6]. Here, we must also introduce the concept of
marginalization, or optimization. When we do not know
the value of a certain parameter, or want to take into
account that it could fall within a range of values, we are
able to do this by integrating the parameter out of the
posterior probability. Thus, no information is lost since
we are including all we know, and yet it allows us to
create a more restrained estimate for our posterior like-
lihood values. While this tangent is a bit out of place
within this paper, and the details lie outside of the scope
what this project sought to accomplish, this mention is
important since optimization played a vital role within
this project. To add a concrete example, one optimiza-
tion done was phase optimization. Since the bbh sys-
tem’s starting phase has nothing to do with the systems
evolution (i.e. the initial phase has only to do with the
orientation of the chosen coordinate system) marginaliza-
tion over this parameter erases all e↵ects the initial phase
might have on the signal. This allow us to compare two
waveforms ’apples-to-apples’ since all non-physical e↵ects
have been erased. A similar process can be done for time
optimization [4].
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FIG. 4. Overlap value vs. spin in z direction plot for IMRPhe-
nomXPHM model compared to self. The signal has a total
spin in the z direction of 0.66. Here, we see how the overlap
value varies along the parameter space, and we can see how
well the model is able to recover the value of the parameter
based on where the overlap value peaks.

FIG. 5. Overlap values over a section of the chirp mass-mass
ratio parameter space for a IMRPhenomXP generated sig-
nal with an IMRPhenomXPHM template. In red is the true
signal value, and some of the contours of the overlap values
between the signal and the template are shown.

We then define the phase optimized log-likelihood as

max
kh(✓)klog(⇤) = �

1

2
kh(✓0)k
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ĥ(✓0)
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E2

) (8)

This likelihood is important to us since it scales
with the posterior probability, but which we will not go
into as this goes outside of the scope of this project [1].

III. METHODS

This project made use of the frequency domain Phe-
nomenological models to generate the waveforms. This
was done via the lalsimulation python package which al-
lows one to generate waveforms.

As we can see in Figures 2 and 3, the simulation gener-
ates a signal spanning a desired time or frequency length.
Once generated, these signals can then be subjected to
analysis via the tools defined in Section II. Within the
scope of this project, the overlap was the main method
of quantifying how di↵erent two waveform models were.

Since the project sought to measure the accuracy of
the frequency domain waveform models, this was done
by seeing how well one model was able to ’recover’ an-
other. To do this, a signal waveform is first generated
using one of the generating models and a series of tem-
plate waveforms are also generated. The templates wave-
forms can be generated using the same waveform model,
or using another. Now, using the template models, which
are generated at various points throughout the parameter
space, we can calculate the overlap that these templates
have with the signal. By doing this we can see how well
the template is able to recover the original signal, i.e.,
at the point of maximum overlap between the two wave-
forms being compared, how close are the parameters of
the template to the parameters of the signal. Thus, we
are able to see how accurately the template is able to
replicate the signal within a certain part of the parame-
ter space.

As we can see in Figure 4, when a waveform generation
model is compared to itself along the parameter space, it
is able to recover very accurately, since the overlap plot
peaks when the template parameter value is equal to the
parameter value of the signal. Part of how accurately this
is able to be done has to do with the density of the grid
used, but for the scope of this project grids were made
dense enough so that taking less or more points made
very little di↵erence to the shape of the plot and did not
lead to much better results. For the 1-dimensional plots,
this was taken to be anything greater than 101 steps, and
for two dimensional plots a 101x101 mesh. An example of
one of these two-dimensional overlap plots can be found
in Figure 5.

Using the method shown in 4, one can compare dif-
ferent waveform models against each other to see how
well one is able to recover the values of the other. This
project sought to see how well frequency domain models
were able to recover the parameters of signals generated
using time domain models. Thus, this method of calcu-
lating the overlap between two di↵erent waveforms over
the parameter space proves useful for measuring the accu-
racy of one waveform in picking up the parameter values
of another.

In order to ensure that the density of the parameter
space grid does not influence how accurate the recuper-
ated parameters, an optimizing function was also cre-
ated. This function takes the signal waveform and the
template generator, and then employs a minimization
scheme across a desired region of the parameter space.
This allows the function to find the values for the tem-
plate parameters which maximizes the overlap between
the two. In Figure 5, the input signal had a chirp mass
of 17.19 solar masses and a mass ratio of 0.75. The ideal
parameter values for the template, found sing the opti-
mizer, recovered a chirp mass of 17.189 and a mass ratio
of 0.749, demonstrating that in this particular case the
template is able to recover the signal to a great degree
of accuracy. Since both of these waveform models come
from the same family, however, all this demonstrates is
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FIG. 6. Frequency domain plot showing the strain value
vs. frequency for two models generated using IMRPhenomX-
PHM. The only di↵erence between the two waveforms lies in
their spin values. Notice the strange ’rigid’ behavior displayed
by the curve when precession (spin in x or y direction) is in-
troduced.

that this optimizing function is in working order and can
be applied with reasonable certainty to cases in which
the waveforms are generated via di↵erent model families.

IV. ANALYSIS

A. Initial Findings

Within the entirety of this experiment, it was assumed
that the signal to noise ratio, Sn, was equal to 1. Taking
a look at Section III, we can see that this value is involved
as scaling of the values at di↵erent frequencies. Since this
project sought to see how the models behaved at a ba-
sic level, this simplification was added so that all e↵ects
would be due entirely to di↵erences within the waveform
models themselves. To add a non-unity signal to noise
ratio would have added another layer of complexity out-
side of the basic scope of what this project was seeking
to accomplish.
The analysis began with first confirming that the wave-
form generators were up and functioning (the Python
interface for this seems to be new, and thus the possi-
bility of bugs and such loomed large). After generating
some simple plots, see Figures 2 and 3, the rest of the
parameter space began to be explored to see if there any
unexpected behaviors which began to appear.

The most interesting of such unexpected behavior ap-
peared in the frequency domain strain plots when a high
spin was added to the system, as in Figures 6 and 7. In
the frequency ranges above 200 Hz or so, both plots seem
to display some sort of strange oscillations in the strain,
which does not have any physical reason for showing up
here, given that the only thing that is being changed in
the system is the spin of the black holes. In order to in-
vestigate this further, a frequency to time mapping was
created in order to see if these e↵ects could be located to
certain time regions in the black hole’s orbits.

This mapping can be seen in Figure 8 for a relatively

FIG. 7. Frequency domain plot showing the strain value
vs. frequency for two models generated using IMRPhenomX-
PHM. The only di↵erence between the two waveforms lies in
their spin values. Notice the oscillating strain for frequencies
over 200 Hz.

FIG. 8. Time to frequency mapping (also known as chirp
plot) for a waveform without spin.

normal waveform (no spin or extreme parameters). To-
wards the end of the figure however, we know that the
merger must take place in the last bit of the waveform,
and we can recognize this as the section of the plot in
which the frequency begins displaying bizarre behavior
by oscillating wildly. Since this behavior can be regarded
as nonphysical, we remove the merger from our mapping
analysis and limit our mapping to the region without the
merger, as shown in Figure 9. Thus, we have our map-
ping and can see which times frequencies correspond to

FIG. 9. Figure 8 with the merger taken out of the mapping
on the grounds that it is unphysical.
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FIG. 10. Here we see the frequency domain waveform with
limits added in. The vertical orange line, located at 100 Hz
(150 Hz before the cuto↵ in Figure 9), shows how the strange
behavior for this system takes place well after the 100 Hz
mark.

FIG. 11. Here we can see, using the time-frequency mapping,
where the limits from Figure 10 land on the time domain.
We notice that the 100 Hz marker takes place almost at the
very end of the waveform, well into the merger. Since the
merger is where the model breaks down a bit, it is perfectly
acceptable for a bit of non-physical behavior to be appearing
in this range, showing that there is no serious issue here with
the model.

which times, with the small hiccup at the beginning of
the plot being a limitation of the model’s not being able
to generate waveforms that come from infinitely far away.

With this mapping, we can see that many of the
strange e↵ects in the frequency domain take place af-
ter the merger ’cuto↵ point’ of around 250 Hz. Looking
at Figures 10 and 11, we can see that almost all of the
strange behavior that takes place occurs after the vertical
orange line in both of these plots. Thus, we see that the
strange variations in the strain take place almost entirely
within the last 10th of a second of the signal. This region
is well within the merger, where the models break down,
and so it was found that this behavior was nothing with
which one ought to be concerned with.

FIG. 12. Here we see the signal-template overlap values for
di↵erent values of �eff (a parameter related to the total spin
of the system). In this case, the signal, denoted by the black
vertical line, is located at the �eff value corresponding to
both black holes in the bbh system having a spin of 0.33. We
see that the newer models are able to recover the parameter
almost exactly, but that a strange secondary peak seems to
form to the right of this.

B. Spin Behavior

After these initial forays into waveform generating
and studying the basic behavior of the waveforms, the
project moved more towards exploring how the wave-
forms changed along the parameter space. Much of the
behavior encountered was expected, like a time domain
waveform decreasing in length when the black holes are
more massive (resulting in less of an inspiral and thus less
of a signal), but some of the behavior seemed to have no
physical explanation.
This strange non-physical behavior was one of the

things the project was particularly interested in, since
these features could possibly be due to limitations of the
models. The most interesting of the observed behaviors
came from varying the value of the spin in the z direc-
tion of one or both of the black holes in the binary sys-
tem. This behavior consisted of a consistent peak in the
template-signal overlap values at the point at which the
black hole(s) with spin in the system had a z direction
spin value of 0.66. This behavior took place no matter
the spin value the black hole(s) had in the signal case,
although the e↵ect became more dramatic the closer one
got to this troublesome point.
As can be seen in Figure 12, there is a peak of the over-

lap value for the case in which both (in this case) black
holes in the system have a spin of 0.66. Notice, however,
that this takes place for the IMRPhenom XPHM, XP,
and XO4a models and not for XAS. However, XAS does
not recuperate the signal spin value as well as the other
models. This is because XAS is an older member of the
phenom family, meaning that this unexplained peak is a
result of one of the changes made in the models between
the XAS and XP models. While the details of this are
much too technical and not very related to the main goal
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FIG. 13. Here we see a total mass vs. mass ratio (q) plot
without time optimization. As opposed to Figure 5, this sig-
nal point is located at a much smaller value in the mass ratio
space. In this region, a strange kind of ’beading’ behavior be-
gan to be observed as can be seen in the figure, which made
no physical sense.

of the experiment, the investigation was stopped here.
However, conversation with one of the Postdocs involved
in my project, Shrobana Ghosh, led to a speculation that
this peak might be due to how spins are handled in the
newer models which take precession into account (i.e., all
the models here besides XAS).

C. Updating Functions,

After this parameter behavior was observed, the
project became a bit more focused on the contour plots
(see Figure 5). It was noticed that, while the contour
plots were very good in certain regions of the chirp mass-
mass ratio parameter space, there were other regions in
which the contour seemed to fail rather miserably. As one
can see in Figure 13, the contour began displaying some
sort of strange ’beading’ behavior in which certain regions
of the parameter space achieved greater signal-template
overlap values than others, despite the fact that the con-
tours should, even if peaking in another region, display
a ’normal’ behavior in which the contours form consis-
tently around a clear maximum. In this case, and others,
there appears to be no maximum, but just a series of re-
gions in which the template appears to recover the signal
to the same extent, despite these regions varying greatly
over the space.
Since this kind of behavior should not be taking place, it
was thought that perhaps this ’beading’ could be due to
the fact that the overlap values had thus far only been
phase optimized and not time optimized (see section III).
So, a time optimized overlap function was created and
implemented.

Looking at Figures 14 and 15, we can see that much of
the beading, especially in the inner contour, is smoothed
out by the time optimization. However, beading still ap-

FIG. 14. Here we see a total mass vs. mass ratio (q) plot
where the time optimization was not implemented. Notice
how the contours have jagged edges, and how there is a lot of
’beading’ occurring throughout the plot, most notably in the
inner contours.

FIG. 15. Here we see a total mass vs. mass ratio (q) plot
where the time optimization was implemented. Notice that
compared to Figure 14, there is much more smoothing in the
inner contour. However, the ’beading’ still occurs and the
contours continue to have non-smooth boundaries, showing
that the optimization over time was still not functioning cor-
rectly.

pears and the contour lines have some ’wavy’ behavior
which was not expected. After many laborious weeks of
trying to fix this time optimization, issues persisted and
no fully successful time optimization was ever developed.
The main issue was with an inverse Fourier transform
which one must do in order to take the frequency domain
waveform to the time domain to undertake the optimiza-
tion process.

D. Final Results (or lack thereof)

After this exploration of the Phenomenological mod-
els, the idea was to move towards comparing the perfor-
mance of the frequency domain Phenomenological mod-
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els to that of the time domain SEOBNR models. When
the project had finally advanced to the point that this
step could be reached however, it was realized the the
EOB waveform model family was not working on the lal-
simulation interface being used for this project. Many
at temps were made to try to get the EOB waveforms
to generate on Python by downloaded various packages
and sending emails to the code’s developers. Problems
with the code, a lack of time on the part of the developers,
and the drawing near of the deadline date for this project
made this comparison impossible, and so an alternative
had to be looked for.

Thus, the project shifted from a comparison with the
EOB waveform family to one with the NRSurrogate fam-
ily. These waveform models were able to be generated,
with great di�culty. However, when it came time to
come up with a comparison between the frequency do-
main and time domain models, the inverse Fourier trans-
form and the Fourier transform (used on the time do-
main NRSurrogate waveform to bring it to frequency do-
main) created issues and led to many di�culties which
this project was unable to resolve. Among the di�culties
encountered were learning how the inverse Fourier trans-
form works on Python, since this requires inputs to have
a specific notation. Then, issues with the spacing of the
frequency binning on the Fourier transformed waveform
made so that the waveforms could not be compared, since
the waveforms being compared using the overlap function
must be of the same length and need to cover the same
amount of the frequency space. Some partial solutions
were found, but these error compounded with the still
unfixed troubles of the the inverse Fourier transform dis-
cussed in Section IVC to create a disaster. Some overlap
contour plots were able to be created between a time
domain generated (NRSurrogate) signal and a frequency
domain (Phenom) generated template. However, given
that the time optimization was still nonfunctional and
that the methods by which the comparison was made
possible (through using interpolations and ’forcing’ the
frequency binning to match) made such a comparison
practically meaningless, and so the plots are not included
within this report.

V. CONCLUSION

In conclusion, the project failed in reaching its goal
of comparing the frequency domain generated Phenom
models with the time domain generated EOB or NR-
Surrogate models. While technical di�culties outside of
the project’s control prevented the first of these compar-
isons, the second comparison was attempted but uncom-
pleted due to issues encountered with the Fourier/inverse

Fourier transform.
VI. FUTURE WORK

Any continuation of this work would firstly involve a
fixing of the inverse Fourier transform. Conversations
with colleagues have led to some suggestions which merit
trying, such as applying windowing functions, applying
smoothing functions after taking the transform, and play-
ing around with the time domain binning so that the
frequency space binning does not need to be tampered
with after the transform. All of this also entails a deeper
understanding of how the numpy ↵t library operates,
which would require investigation in its own right. En-
suring that the time optimization works would be the
first and foremost continuation. The optimizer function
would also have to be updated for this analysis, since it
was not functioning whenever the time domain waveform
was compared to the frequency domain waveform. This
could very well have been due to the approximate way in
which this analysis was ’forced’ into happening, but this
would have to be checked before one could proceed into
a detailed comparison of the two waveforms.
After this, colleagues have also suggested making the

comparison between the two models in the time domain.
Since the time domain is a bit more intuitive to work
with physically, it might be better to do the analysis in
this way at first so that one can make sure that taking
the frequency domain generated waveforms to the time
domain works smoothly. Then, if desired, the opposite of
this could be done to the time domain generated model
and the analysis could be continued as was planned orig-
inally. By this point, the frequency binning issues would
have been resolved and a comparison which is both ac-
curate and straightforward should be able to be done.
Finally, and most obviously, it would be very interesting
to make a comparison with the EOB waveforms as was
the initial intention of the project. This would of course
depend on the appropriate code being released, and in
this sense remains out of the author’s control, yet there
is reason to believe that this take place soon and thus
could be included in a potential follow up.
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