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Abstract

In stark contrast to the incredibly energetic astrophysical events associated with their creation, the grav-

itational waves emitted by these events are almost unimaginably small and thus notoriously difficult to

detect. The effort to study them has resulted in the creation of ever larger and more complex interferometers.

FINESSE is precision software used by the gravitational wave community in modelling these and other

optical systems. Originally developed over twenty years earlier, FINESSE is currently undergoing a rewrite

in order to meet some of the challenges faced with modeling the next generation of gravitational wave

detectors. One of the planned features, not found in earlier versions, is the ability to model polarization. This

paper will examine in some detail some of the underlying mathematics, history, and detection of gravitational

waves, including both Michelsen and Sagnac interferometers. It will then explore the polarization of light

and how it was implemented into the upcoming version of FINESSE and how this will help researchers

prepare for the future of gravitational wave detection.

I. Introduction

It was in 1974, that graduate student Russell
Alan Hulse and his thesis advisor Joseph
Hooton Taylor, Jr., both then of the Univer-

sity of Massachusetts, Amherst, were in Puerto
Rico working on a large-scale sky survey us-
ing the Arecibo Observatory’s 305 meter radio
telescope. The pair were quite busy searching
for pulsars, rapidly rotating and highly magne-
tized neutron stars that emit electromagnetic
pulses at regular intervals, typically in the form
of radio waves in the direction of detectors here
on earth. It was upon carefully analyzing some
of their data that Hulse and Taylor noticed
something quite pecuiliar. One source in par-
ticular had a most usual variation in the timing
of its pulses, and upon carfeful consideration
the pair ddetermined that this unexpected re-
sult might best be explained by a neutron star
in a binary orbit with some other object around
a common center of mass, later confirmed to
be a secondary neutron star. This marked the
discovery of the first binary pulsar[1].

Additional observations of the system,
which subsequently came to be known as the
Hulse-Taylor binary, revealed something even

more extraordinary. The orbits of the stars
were found to be contracting over time, and
it was generally thought that this was due to
the radiation of energy away from the system
in the form of gravitational waves, a series of
disturbances in the fabric of spacetime which
propagate outward from their source at the
speed of light. This discovery then marked
the first indirect evidence of the existence of
gravitational waves, as originally predicted by
Albert Einstein many years earlier as a conse-
quence of his General Theory of Relativity[2].

A number of years later, on February 11th,
2016, the LIGO collaboration announced to the
world the first direct detection of gravitational
waves using LIGO’s massive gravitational wave
interferometers[3].

LIGO, otherwise known as the Laser Inter-
ferometer Gravitational-Wave Observatory, is
currently the most sensitive gravitational wave-
detector in the world, consisting of one detector
in Livingston, Louisiana, and two in Richland,
Washington. Having interferometers in dif-
ferent locations provides researchers a rough
estimate as to the origin of the oncoming wave.

The event, GW150914, was the result of two
merging black holes of 29 and 36 solar masses,
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into a single 62 solar mass black hole. As a
result, approximately 3 solar masses was con-
verted into energy and radiated away in the
form of gravitational waves. These waves then
travelled some 1.3 billion light years across
the vastness of space before changing the
test masses in LIGO’s detectors by about one
200th the charge diameter of a proton[3]. Sev-
eral months later on June 15, 2016, LIGO an-
nounced the detection of a secondary event,
GW151226, which was also the result of a black
hole merger [4].

Indeed, the events leading up to the first di-
rect detection by LIGO in 2015 is marked by a
multinational effort involving decades of work
using increasingly larger and more complex in-
terferometers. This has, in turn, created a need
to be able to model both these systems and
other optical configurations using software[5].

To meet this demand, in 1997 Professors An-
dreas Freise and Gerhard Heinzel began de-
veloping FINESSE, advanced numerical soft-
ware for modelling interferometric systems. FI-
NESSE has been continuously developed since
then, and the third version is currently being
readied for release. FINESSE 3 will contain
a number of features not found in earlier ver-
sions, including the ability to implement polar-
ization.

In this paper we begin by looking at some of
the basic mathematics of gravitational waves,
as predicted by the linearized Einstein equa-
tion. We then move onto a different type of
wave, electromagnetic waves, where we find
that combining them in specific waves pro-
duces various forms of polarized light. We
then briefly examine polarizers and the role
of the Jones calculus in calculating various
states of polarization. Finally, we examine in
some detail how polarization was actually im-
plemented in Finesse.

II. Narrative

i. Linearized Gravitational Waves

At the center of the general theory of relativity
are Einstein’s field equations, a set of ten partial

differential equations that together describe
gravitation as a curvature of spacetime in the
presence of mass and energy:

Rµn �
1
2

gµnR =
8pG

c4 Tµn (1)

where G and c are the gravitational constant
and speed of light in a vacuum, respectively.
The quantities Rµn, R, gµn, and Tµn , known as
the Ricci tensor, scalar curvature, metric tensor,
and stress energy tensor respectively, represent
several different geometric objects known as
tensors. Tensors are functions which describe
linear relations between scalars, vectors, and
other tensors (the vector dot and cross prod-
ucts are two readily familiar examples). More
generally, a tensor is a function which maps
vectors and one-forms to the real numbers.

Typically, one is interested in solving the
field equations for the metric tensor gµn, which
itself describes how geometric quantities such
as lengths and angles are determined within
a spacetime corresponding to some particular
arrangement of mass and energy. In tensor cal-
culus, it is customary to forego the usual sigma
summation notation in favor of the appreciably
more compact Einstein summation convention,
where any index variable appearing twice in
a given term is summed over all values of its
index. Using this convention, we can then ex-
press a line element g formed of i ⇥ j terms
as

g = gijdx
i
dx

j (2)

For the sake of illustration, consider the
infinitesimal spacetime interval ds described
in Einstein’s special theory of relativity, also
known as the Minkowski metric:

ds
2 = �c

2
dt + dx

2 + dy
2 + dz

2 (3)

Using the Einstein summation convention,
we can more compactly express (3) as

ds
2 = hµndx

µ
dx

n (4)
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Note here that hµn is a 4 ⇥ 4 matrix corre-
sponding to the four dimensions of spacetime:

hµn =

2

664

�c
2 0 0 0

0 1 0 0
0 0 1 0
0 0 0 1

3

775 (5)

The Minkowski metric is part of a family of
known solutions to the field equations known
as the vacuum solutions, and can be found by
solving for a spacetime in the absence of mass
or energy.

Another vacuum solution of interest is the
Schwarzchild metric, which describes the curva-
ture of spacetime in the presence of massive,
non-rotating astrophysical bodies such as stars
or black holes. This metric is found by solving
the field equations for a spherically symmetric
distribution of mass. On the other hand, solu-
tions to the field equations for masses in non-
uniform motion, including the aforementioned
Hulse-Taylor binary, describe freely propagat-
ing gravitational waves.

Owing to the incredible distances through
which these disturbances propagate between
their far-away astrophysical sources and detec-
tors on earth, the amplitude of these waves
is considerably small. As such, we can begin
with a known solution to the field equations,
the Minkowski metric, and make a suitable
linear approximation to arrive at a new met-
ric describing the spacetime geometry associ-
ated with our waves, saving us a considerable
amount of mathematical legwork. We use an
approach similar to James B. HartleâĂŹs in his
text Gravity: An Introduction to General Relativity.
[6].

We consider now an otherwise flat spacetime
through which a series of very small perturba-
tions hµn(t, z) propagate in the positive z direc-
tion as the result of some far off cosmic event,
where

hµn(t, z) =

2

664

0 0 0 0
0 1 0 0
0 0 �1 0
0 0 0 0

3

775 f (t � z) (6)

with the restriction that | f (t � z)| ⌧ 1.
Given that the spacetime we are considering

is at least close to being flat, we can write a
metric gµn describing this geometry as

gµn = hµn + hµn(t, z) (7)

The behavior of spacetime in the presence of
the perturbations may perhaps best be under-
stood by considering the subsequent motion
of a series of test masses relative to one an-
other. We imagine now two light test particles,
one at the origin and second situated on the
x-axis some distance L0 away (as measured in
unperturbed, flat spacetime). The motion of
the particles can then be found by solving the
geodesic equation using gµn, which describes the
trajectories of free particles in spacetime:

∂2
x

i

∂t2 + Gi

ab
∂x

a

∂t

∂x
b

∂t
= 0 (8)

where t is the proper time of the particle,
and

Gi

ab =
∂ea

∂xb
· g

igeg (9)

It can be shown that the Christoffel symbol
of the second kind Gi

ab vanishes in Minkowski
space. Owing to this result, we then find that
for some first order change dx

i in x
i:

∂2dx
i

∂t2 = 0 (10)

When we consider this result along with the
fact that the particles are initially at rest, we
find that for all times t that

dx
i(t) = 0 (11)

where we see that the coordination postions
of the test masses remain unaffected through-
out the passage of the wave. The same is not
true for their separation distance, however, as
we will now see.
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Recall the earlier separtion distance L0 of the
two particles in the unperturbed flat spacetime.
In the spacetime of the wave, however, the
separation distance L(t) of the two particles
can be found by evaluating

L(t) =
Z

L

0
dx

q
1 + hxx(t, 0) ⇡ L +

L

2
hxx(0, t)

(12)

We then solve for the fractional change in
length dL(t)

L0
, also known as the shear:

dL(t)
L0

=
1
2

hxx(t, 0) (13)

This demonstrates that the separation dis-
tance of the two test particles changes over
time as the wave passes, even as their coordi-
nate positions remain unaffected. If the wave
has some amplitude A, frequency w, and phase
shift f such that f (t� z) = A sin[w(t� z) + f],
then the shear becomes

dL(t)
L0

=
1
2

A sin(wt + f) (14)

which demonstrates that the shear in the x-
direction oscillates with half of the original am-
plitude of the wave. This relation also provides
a hint as to how we might detect gravitational
waves in practice, an idea that we will visit in
detail in the next section.

We consider now a situation in which we
employ a large number of particles arranged
in a circle in the xy-plane with the origin at the
center. To determine how distances between
each particle and the origin might change as a
wave of the form f (t� z) = A sin[w(t� z)+f]
passes along in the positive z-direction, we
introduce new coordinates X and Y as follows:

X(t, x) =
⇣

1 +
1
2

A sin(wt)
⌘

x

Y(t, y) =
⇣

1 � 1
2

A sin(wt)
⌘

y (15)

Observe that although X and Y vary as a
function of time t, that the original unper-
turbed x and y coordinates of the test particles

do not. One is then able to determine the sepa-
ration distances in this new coordinate system
using basic plane geometry.

We now note that although the perturbed
metric gµn is an approximate solution to the
field equations, it is not the most general solu-
tion possible. In fact, gµn represents just one
of two possible independent polarizations of
a gravitational wave, the first of which is typ-
ically call the + (plus) polarization. In order
to find the second, we begin by rotating the
xy-plane clockwise by some arbitary angle (for
the sake of illustration we choose p 4 radians),
and then proceed to determine a relation be-
tween the original coordinates, x and y, and
the rotated coordinates, x

0 and y
0 :

x =

p
2

2
(x

0 + y
0)

y =

p
2

2
(x

0 � y
0) (16)

We now substitute these relations into the
perturbed metric gµn, where we find that the
flat spacetime component hµn is unaffected by
the rotation. For the hµn representing the wave,
we observe that:

hx0x0 = 0
hx0y0 = hy0x0 = hxx = �hyy

hy0y0 = 0 (17)

We have now a second polarization, linearly
independent of the first, typically called the ⇥
(cross) polarization:

hµn(t, z) =

2

664

0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

3

775 f (t � z) (18)

Owing to this linear independence, we find
that the most general linearized gravitational
wave is a superposition of metric perturbations:
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hµn(t, z) =

2

664

0 0 0 0
0 f+(t � z) f⇥(t � z) 0
0 f⇥(t � z) � f+(t � z) 0
0 0 0 0

3

775

(19)

for some functions f+(t � z) and f⇥(t � z).

ii. The Michelson Interferometer

In order to understand how gravitational
waves might be detected using interferometers,
we once again begin by considering a series of
test masses.

Imagine now that the first particle is located
at the origin in the horizontal xy-plane, where
it supports both a beam splitter and detector.
A further two particles we place some distance
away, with the first secured at some distance
Lx away along the positive x-axis, and the sec-
ond positioned at some distance Ly along the
positive y-axis, such that the three particles
along with the portions of the x and y-axes
connecting them form a basic "L" shape . Fi-
nally, imagine that the particles on the x and y

axes each support a mirror directly facing the
first particle situated at the origin.

Now we imagine that a laser is introduced
into the beam splitter of the first particle from
some outside source. The incident beam is
divided and redirected, with one beam head-
ing along in the positive x-direction, and the
second along in the positive y-direction. The
two beams strike the mirrors supported by the
other masses, and are reflected back along the
same axes towards the detector at the origin,
where they are recombined to produce an in-
terference pattern that can then be analyzed.
This is the design of a basic Michelson interfer-
ometer.

We observe that the resulting interference
pattern will be constructive if the lengths of
the two arms Lx and Ly differ by some integer
multiple n of the wavelength of the laser l.
Similarly, this interference will be destructive
if Lx and Ly differ by some odd number of
half-wavelengths.

We consider once again how our imagined
system would be affected if a gravitational
wave of some amplitude A, frequency w, and
phase shift f such that f (t � z) = A sin[w(t �
z) + f] passes through the region containing
the interferometer in the positive z-direction.
As the wave passes, the distances Lx and Ly

will alternately expand and contract as

dLx(t)
Lx

=
1
2

A sin(wt + f)

dLy(t)

Lx

= �1
2

A sin(wt + f) (20)

which will in turn affect the resulting in-
terference pattern, which will begin to cycle
through the conditions for constructive and de-
structive interference. The resulting amplitude
A and frequency w of the passing wave can
then be determined through the careful exami-
nation of this resulting interference pattern.

It then follows from (20) that at least gener-
ally speaking, the larger the dimensions of the
interferometer, the greater the change in result-
ing interference pattern for a given wave, and
ultimately the more effective the apparatus can
be at gravitational wave detection. This is pre-
cisely the reason that gravitational wave detec-
tors like LIGO are so large. Two of LIGOâĂŹs
three detectors feature orthogonal arms 4 km
in length, arranged in the same basic config-
uration as our own imagined interferometer.
Using these dimensions, LIGO is then able to
detect a change in beam spacing less than one
ten-thousandth the charge diameter of a pro-
ton, equivalent to accurately determining the
distance from Earth to the nearest star Proxima
Centauri, some 4 ⇥ 1013 kilometers away, by
less than the width of a human hair.

Although considerably more sophisticated,
modern day dual-recycled Michelson interferome-

ters like LIGO work in much of the same way
as the original Michelson design, employing
additional cavities in each of their two orthog-
onal arms. These cavities each consist of an
additional test mass supporting a mirror with
a relatively low coefficient of reflection. Tuned
to resonance, the cavities then behave as if there

5
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were multiple reflections of the beam from one
end of each arm to the origin before recombi-
nation, increasing the effective length of the
interferometer, and ultimately, its sensitivity to
gravitational wave signals.

Despite its trememdous successes in recent
years, however, like all tools used in experimen-
tal endeavors LIGO is not without inherent lim-
itations. In particular, the sensitivity required
to test Einstein’s theory of gravity in strong
field conditions, or to realize a precision gravi-
tational wave astronomy, exceed the expected
performance of both its advanced detectors and
planned upgrades. For instance, LIGO is par-
ticularly susceptible to seismic, gravitational
gradient, and thermal noises of the suspension
and test masses and as such its performance is
limited at lower frequencies.

In order to address a number of these con-
cerns, a third-generation gravitational wave
detector known as the Einstein Telescope is
currently being considered for development
by several institutions in the European Union,
among them the University of Birmingham,
University of Glasgow, and Cardiff University.
The Einstein Telescope is expected to be built
underground in an effort to minimize seismic
and gravitational gradient noise. It will also be
considerably larger than LIGO, featuring three
arms 10 kilometers in length arranged in an
equilateral triangle, along with two detectors
in each of the three corners.

Owing to its ambitious design, The Einstein
Telescope is expected to be ten times as sensi-
tive to prospective signals as Advanced LIGO,
in addition to being able to measure of in-
coming gravitational wave polarization. The
current design includes three nested detectors,
each composed of two Michelson interferom-
eters, each optimized for either low or high
frequencies.

iii. The Sagnac Interferometer

The natural ability of the Michelson to pro-
vide differential length measurements indeed
suggest it the sensible choice to incorporate
into the Einstein Telescope’s design as a re-

placement for the low-frequency portion of its
detectors, which seems to offer a number of
advantages not to be found in the Michelson
design. This includes a similar level of radia-
tion pressure noise suppression without any
need for a signal recycling mirror or extensive
filtering cavities[8].

The Sagnac effect, named for French physi-
cist Georges Sagnac, is an optical phenomenon
encountered in interferometry as a result of
rotation. This effect can readily be seen in a
ring interferometer consisting of a laser that is
directed into a beamsplitter and the two beams
redirected to follow the same optical path, al-
beit in opposite directions. Upon returning to
the beamsplitter, the two beams exit the beam-
splitter where they recombine and produce in-
terference patterns. Both the phase angle of the
beams and resulting interference patterns are
affected by the angular velocity of the system,
in accordance with Einstein’s special theory of
relatvity.

It can be shown that for an arbitarily-shaped
Sagnac interferometer enclosing an area A and
with angular velocity ~w, the fringe displace-
ment Df is

Df =
4pA

lc
~w · en (21)

where l is the original wavelength of the
laser, c is the speed of light in a vacuum, and en

is a unit vector normal to the Gaussian surface
formed by the path of the laser.

As a common path interferometer, the inher-
ent geometry of the Sagnac design matches the
path lengths of the two beams, and as a result
are almost completely insensitive to displace-
ments of optical components. This desirable
characteristic has led to the use of the design
in applications requiring a high degree of sta-
bility.

As can be seen in (21) above, the resultant
fringe displacement Df is directly proportional
to the enclosed area of the path of the beam,
and is specified in relation to the axis of ro-
tation of the interferometer. The sign is then
changed if the optical path is reversed in the
opposite direction. Thus an optical path that

6
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features loops in both directions has a net area
given by the difference in the areas of the two
loops. In the case that the area of the two
loops is equal, the result is known as a zero-area

Sagnac interferometer, a configuration that main-
tains the stability of the original Sagnac design,
although is unaffected by rotation.

In order to minimize changes to the pro-
posed design of the Einstein Telescope, the im-
plementation of a Sagnac interferometer might
best be achieved through the addition of polar-
izing beam splitters and quarter-wave plates.
We now will be taking a closer look at both
polarizing optical components and the polar-
ization of light in general.

iv. The Polarization of Light
In order to determine how we might imple-
ment polarization into FINESSE, we must first
understand some of the mathematics of polar-
ized light. What follows is a treatment similar
to Eugene Hecht’s in his text Optics.[7]

Consider a plane electromagnetic wave
which propagates through space in the pos-
itive z-direction of frequency n, characterized
by its electric field component ~Ex as

~Ex(z, t) = exEx0 exp[i(kz � wt)] (22)

where k = 2pn/c, w = 2pn, and ex is a unit
vector parallel to the x-axis.

Note that the orientation of ~E is constant as a
function of both time and postion, and as such
we refer to the wave as being linearly polarized.
Furthermore, we observe that ~E as well as the
wave vector~k = ekw/c, oriented in the direc-
tion of the propagation of the wave reside in
the same plane. This is typically referred to as
the plane of vibration.

We imagine now a second wave in addition
to the first, of the same frequency n, which
also propagates in the positive z-direction such
that the two waves share the same wave vector
~k = ekw/c, albeit with mutually orthogonal
electric field component vectors:

~Ey(z, t) = eyEy0 exp[i(kz � wt)] (23)

Here ey is a unit vector parallel to the y-
axis. Similar to the first, this wave is linearly
polarized as well.

We consider now the general case where the
waves are out of phase with one another, which
we account for by introducing a phase shift f
into the equation given for ~Ey in (23). We then
express the two waves as

~Ex(z, t) = exEx0 exp[i(kz � wt)] (24)
~Ey(z, t) = eyEy0 exp[i(kz � wt + f)] (25)

These two waves then combine to form a
single wave ~E, which is the simple vector sum-
mation of (24) and (25):

~E(z, t) = ~Ex(z, t) + ~Ey(z, t) (26)

This resultant wave is linearly polarized as
well, and is observed with its electric field vec-
tor ~E oscillating about a line rotated away from
the x-axis by some angle q = arctan(Ey0/Ex0)
in the xy-plane. Furthermore, its amplitude E

can be calculated as

E(z, t) =
q
[Ex(z, t)]2 + [Ey(z, t)]2 (27)

It is important to emphasize here that this
process might also be carried about in reverse,
where we able to resolve any plane-polarized
wave into two orthogonal components. Indeed,
by convention we refer to the linear polariza-
tion component in the plane of incidence as the
p-polarization, and the component orthogonal
to this plane as the s-polarization.

We observe now that in the case where f is
zero or some even integer multiple of p, that
equation (26) becomes

~E(z, t) = (exEx0 + eyEy0) exp[i(kz � wt)]
(28)

and ~Ex and ~Ey are in phase.
In the case where f is some odd nonzero

integer multiple of p, equation (26) becomes

7
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~E(z, t) = (exEx0 � eyEy0) exp[i(kz � wt)]
(29)

Consider now a case where the waves ~Ex

and ~Ey have equal magnitudes such that Ex0 =
Ey0 = E0, and phase shift f = �p/2 ± 2np,
for some integer n. We can then express the
real parts of equations (22) and (23) as

~Ex(z, t) = exE0 cos(kz � wt) (30)
~Ey(z, t) = eyE0 sin(kz � wt) (31)

The resultant wave ~E is now

~E(z, t) = exE0 cos(kz � wt) + eyE0 sin(kz � wt)
(32)

For some position on the z-axis, the magni-
tude of ~E remains fixed at E0 for all times t, as
the angle formed by ~E and the x-axis q varies
as q = wt. To an observer situated on the pos-
itive x-axis to whom the wave is propagating,
~E appears to be rotating clockwise, thus we
say that the resultant wave is right-circularly

polarized.
On the other hand, if the phase shift f =

p/2 ± 2np for some integer n, the real parts of
equations (22) and (23) become

~Ex(z, t) = exE0 cos(kz � wt) (33)

and ~Ey(z, t) = �eyE0 sin(kz � wt) (34)

and the resultant wave ~E is now

~E(z, t) = exE0 cos(kz � wt)� eyE0 sin(kz � wt)
(35)

To the same observer situated on the posi-
tive x-axis, ~E would now appear to be rotating
clockwise, and we now say that the resultant
wave is left-circularly polarized.

Interestingly, a linearly polarized wave can
in some conditions be created through the ad-
dition of two circularly polarized waves. In

particular, if we add the waves described in
equations (32) and (35) above, we find that

~E(z, t) = ex2E0 cos(kz � wt) (36)

which is a linearly polarized wave of the
same form as that of the real part of equation
(1).

In the preceding pages we considered first
the case where the electric field vector ~E was
free to change its magnitude as a function
of time t, as its angle with an arbitary axis
remained constant (linear polarization). In
contrast, we then considered the case where
the magnitude of ~E remain fixed as its angle
changed at some constant angular speed w (cir-
cular polarization). It seems reasonable then to
consider a third case where we allow both the
magntidue and angle of ~E to vary over time,
where the endpoint of ~E will trace out an el-
lipse in a plane perpendicular to the progation
of the wave.

In order to show that the trace of ~E is indeed
an ellipse, we begin by again considering the
magnitudes of the real parts of equations (22)
and (23):

Ex(z, t) = Ex0 cos(kz � wt) (37)
Ey(z, t) = Ey0 cos(kz � wt + f) (38)

We then use the sum formula for cosines to
rewrite (38) as

Ey(z, t) = Ey0 cos(kz � wt) cosf � Ey0 sin(kz � wt) sinf

(39)

We then combine equations (37) and (39) to
obtain

Ey

Ey0
� Ex

Ex0
cosf = � sin(kz � wt)sinf (40)

It then follows from (37), that

sin(kz � wt) =

s

1 �
⇣

Ex

Ex0

⌘2
(41)
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and

⇣
Ey

Ey0
� Ex

Ex0
cosf

⌘2
=

h
1 �

⇣
Ex

Ex0

⌘2i
sin2 f

(42)

Finally, upon solving (42) for sin2 q and rear-
ranging, we find that:

⇣
Ey

Ey0

⌘2
�

⇣
Ex

Ex0

⌘2
� 2

⇣
Ey

Ey0

⌘⇣
Ex

Ex0

⌘
cos f = sin2 f

(43)

which is the equation of an ellipse centered
at the origin and rotated counterclockwise by
some angle q, where

q =
1
2

tan
�1

⇣2Ex0Ey0 cos f

E2
x0 � E2

y0

⌘
(44)

Observe that in the case where f is zero
or some even integer multiple of p, that (43)
reduces to

Ey =
Ey0

Ex0
x (45)

which is the equation of the same line de-
scribed in equation (28).

In the case where f is some odd non-zero
integer multiple of p, (43) reduces to

Ey = �
Ey0

Ex0
x (46)

which is the equation of the line described
in equation (29).

In the case where Ex0 = Ey0 = E0 and the
phase shift f = ±p/2 + 2np, for some integer
n, (43) reduces to

E
2
x + E

2
y = E

2
0 (47)

which is the equation of the same circles
described in equations (32) and (35).

This effectively demonstrates that both lin-
early and circularly polarized waves are spe-
cific cases of a much more generalelliptical po-

larization. Describing a given wave as linearly,
circularly, or elliptically polarized is known as
its state of polarization.

As we have seen, information about a partic-
ular state of polarization is specified by both
the amplitude and phase of oscillation in the
electric field vector ~E components ~Ex and ~Ey,
given in a plane perpendicular to the propa-
gation of the wave, as in equation (26). We
may also express (26) equivalently as a two-
dimensional Jones Vector:

~E =


Ex

Ey

�
=


Ex0 exp (i[kz � wt)]

Ey0 exp (i[kz � wt + f])

�
(48)

A polarizer is a type of optical filter which
permits waves of a particular polarization to
pass while restricting waves of other polariza-
tions. Polarizers may generally be divided into
two categories: absorptive polarizers, where un-
desired polarization states are absorbed by the
device, and beam-splitting polarizers, which di-
vide an unpolarized wave into two waves with
opposite polarization states.

Consider a linearly polarized wave ~Ein with
components ~Ex and ~Ey, as specified by the
Jones vector:

~Ein =


Ex

Ey

�
(49)

Now imagine that ~Ein encounters a sim-
ple horizontal linear polarizer which serves
to block the ~Ey componet of the wave, while
simultaneously allowing ~Ex to pass through
unimpeded. We may then express the emer-
gent wave ~Eout as another Jones vector:

~Eout =


Ex

0

�
(50)

This suggests that we might be able to re-
late ~Ein and ~Eout with an appropriate linear
transformation, given by some 2 ⇥ 2 matrix J,
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where J is the Jones Matrix characteristic of the
horizontal linear polarizer. That is

J =


m11 m12
m21 m22

�
(51)

and

~Ein = J~Eout (52)

or


Ex

Ey

�
=


m11 m12
m21 m22

�
=


Ex

0

�
(53)

The components mii are then easily found,
and we find that:

J =


1 0
0 0

�
(54)

This approach of using the product of both
Jones vectors and Jones matrices to calculate
the polarization of emergent electromagnetic
waves from linear optical elements is known
as the Jones calculus, as originally developed
by physicist Robert Clark Jones in 1941. It is
important to note, however, that the techniques
of Jones calculus are only applicable to waves
that are already fully polarized, otherwise one
must employ the more general (but appreciably
more complex) Mueller calculus.

v. FINESSE
FINESSE is an optical system simulation devel-
oped to design and debug laser interferometers,
with the goal of being able to simulate a large
variety of user-defined optical configurations.
It has a long history stemming from extensive
use by a number of optics groups involved in
gravitational wave detection.

As gravitational wave and other laser in-
terferometers have become increasingly more
powerful and complex, the importance of being
able to simulate both the entire interferometer
as well as its constituent parts has increased as
well.

Assuming a steady state, FINESSE is able
to compute the light field amplitudes at ev-
ery point within a given optical configura-
tion. FINESSE does this by translating the
user-defined interferometer into a set of lin-
ear equations that it can then solve numerically.
The software package SuiteSparse, used in FI-
NESSE for solving the large, sparse matrices
characteristic of a given system, is perhaps one
good example.

A number of standard analyses can be
performed automatically by the program.
For instance, FINESSE is able to compute
modulation-demodulation error signals and
transfer functions. Roughly speaking, a trans-
fer function maps a corresponding output
value to every possible input value, in an effort
to obtain information describing the behavior
of various optical components within a given
configuration.

FINESSE is also able to perform the analy-
sis using Hermite-Gauss modes, in addition
to the regular plane waves we were discussing
earlier. Hermite-Gauss modes are approximate
solutions to the wave equation, and describe
electric field distributions as a product of a
Gaussian function and Hermite polynomial.
Analyses made using Hermite-Gauss modes al-
low computation of various optical properties,
as well as the effects of mode matching and
misalignments.

The program further allows its users to
tune every parameter of the interferometer de-
scription throughout a simulation, including
arm length, mirror reflectivity, modulation fre-
quency, and mirror alignment. Available out-
puts include a a plot of a photodetector sig-
nal as a function of one or two parameters.
FINESSE is then able to create either two or
three-dimensional plots of output data using
the graphics program Gnuplot. Additional text
ouput may provide additional details regard-
ing the optical configuration, including mode
mismatch coefficients, cavity eigenmodes, and
beam sizes.

As the complexity of optical systems used
in the gravitational wave community have
increased significantly over the last several

10



International Research Experience for Undergraduates • 2018

decades, so too has the necessity to be able
to model these systems and other optical con-
figurations. To address this ever-present chal-
lenge, the developers of FINESSE have begun
working on FINESSE 3.

Owing in no small part to its potential us-
age in the upcoming Einstein Telescope, the
ability to implement the polarization of light
in models is but one of several new features
scheduled to be included in the upcoming re-
lease of FINESSE. The objective then, was to
find a way to include polarization within the
existing structure of the program.

Utilizing Python, we began by assigning new
p and s-polarization variables to the already
existent "laser" method. Users would now be
able to specify initial field amplitudes for both
polarizations upon the implementation of a
new laser class in a given optical configuration.
FINESSE would then need to be able to cal-
culate two field amplitudes at every point in
the system, as opposed to the single amplitude
found in previous releases.

What follows are a sampling of some of the
different polarization states tested, as repre-
sented by the appropriate Jones vector.

Horizontal linearly polarized wave :

J =


1
0

�
(55)

Vertical linearly polarized wave :

J =


0
1

�
(56)

Horizontal linearly polarized wave rotated
by + 45� :

J =

p
2

2


1
1

�
(57)

Horizontal linearly polarized wave rotated
by - 45� :

J =

p
2

2


1
�1

�
(58)

Right-circularly polarized wave:

J =

p
2

2


1
�i

�
(59)

Left-circularly polarized wave:

J =

p
2

2


1
i

�
(60)

In order to determine if FINESSE was in-
deed successful in modeling our new polar-
ized laser, several optical systems of varying
size and complexity were constructed within
the program, and the computed light fields
compared to what was predicted analytically.
This included, among other designs, a simple
cavity consisting of a series arrangement of
a polarized laser, a partially reflective mirror,
and ideal mirror having zero transmission.

We concluded after several trials that FI-
NESSE was indeed capable of computing two
linearly independent states of polarization, and
as such our next task was to implement a se-
ries of polarizers, optical filters which allow
the light fields of the two polarizations to be
modified. The objective was to create a series
of polarized components typical of various op-
tical systems, including both absorptive polar-
izers, where undesired polarization states are
absorbed by the device, and beam-splitting polar-

izers, with unique reflection and transmission
coefficients for each polarization.

The components were constructed using
classes unique to each individual component,
beginning with a simple linear polarizer able
to linearly polarize light at any angle specified
by the user in degrees.

To accomplish this, we defined a linear po-
larizer class containing a variable for both a
user-defined name and angle.

We then defined a 2 ⇥ 2 array featuring en-
tries consistent with the components of the
Jones matrix representative of the polarizer:

J =


cos2 q sin q cos q

sin q cos q sin2 q

�
(61)
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Owing to the dependence of each of the two
outgoing polarizations on each of the two input
polarizations, the components of both input
fields were coupled to each of the outgoing
fields.

Finally, each method featured a nested for-
loop that would multiply the appropriate com-
ponent of the impinging light field by the ap-
propriate component in the array.

With the construction of the new linear po-

larizer class complete, as before the next step
involved the construction of a series of optical
configurations with which to test it.

This began with a simple p-polarized laser
and linear polarizer set to 45 degrees:

Similar to before, we then compared the out-
put fields computed by FINESSE with what
what we expected analytically. After some
small adjustments to the linear polarizer class,
predominantly from small syntax errors, we
were able to produce satisfactory light field
computations consistent with our previously
calculated expectations.

We then implemented a series of other op-
tical configurations featuring our linear polar-
izer, each time once again comparing field am-
plitudes computed by FINESSE to what we
expected from our own set of calculations.

When we were satisfied that the linear polar-
izer had been implemented correctly into FI-
NESSE, much of the same process was repeated
in implementing circular polarizers, which of
course serve to convert linear to circularly-
polarized light:

Circular polarizer, right-handed:

J =
1
2


1 i

�i 1

�
(62)

Circular polarizer, left-handed:

J =
1
2


1 �i

i 1

�
(63)

The circular polarizers were then tested and
debugged in the same manner as their linear
counterparts, using a series of optical arrange-
ments of varying complexities and examin-
ing the computed field amplitudes at different

points within each system. As before, small
adjustments were made as necessary.

The next series of components implemented
were a number of phase retarders, optical el-
ements which work through the addition of
a phase shift between the respective p and s-
polarizations of a given light field.

In the physical world, phase retarders typi-
cally accomplish this by featuring birefringent
uniaxial crystals with one crystal axis of a
completely different index of refraction. This
unique axis is usually referred to as the ex-

traordinary axis, which is then referred to as
the fast or slow axis for the crystal depending
on the type of crystal used. Waves propagate
with a higher phase velocity along axes with
a smaller refractive index (fast axis), whereas
the speed of propagation is slower for axes
with a higher refractive index (slow axis). Note
that any phase retarder with a fast axis equal
to either the horizontal or vertical axis can be
expressed in the form

J =


e

ifx 0
0 e

ify

�
(64)

where e
ifx and e

ify are the resulting phase
shifts in ~Ex and ~Ex respectively.

What follows are the Jones matrices for sev-
eral of the phase retarders implemented into
FINESSE:

Quarter-wave plate with vertical fast axis:

J = e
ip/4


1 0
0 �i

�
(65)

Quarter-wave plate with horizontal fast axis:

J = e
�ip/4


1 0
0 i

�
(66)

Quarter-wave plate with fast axis rotated by
angle q w.r.t. the horizontal axis:

J = e
�ip/4


cos2 q + i sin2 q (1 � i) sin q cos q
(1 � i) sin q cos q sin2 q + i cos2 q

�

(67)
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Half-wave plate with fast axis rotated by an-
gle q w.r.t. the horizontal axis:

J = e
�ip/2


cos 2q sin 2q
sin 2q � cos 2q

�
(68)

Much in the same way as before, the phase
retarders were then tested using several differ-
ent optical configurations.

The next component added was the Faraday
rotator, an optical component that rotates the
plane of polarization using a magnetic field,
according to the Faraday effect which describes
the behavior of electromagnetic waves in the
presence of a magnetic field.

The Jones matrix of the Faraday rotator then
takes the form of a simple rotation matrix:

J =


cos q sin q
� sin q � cos q

�
(69)

The final component implemented into FI-
NESSE was the polarized beam-splitter,unique
among the various components in that it con-
sisted entirely of couplings, in the absence of
an array.

The polarized beam-splitter class was de-
signed in much of the same manner as its
unpolarized counterpart, consisting of a se-
ries of couplings in which both p and s-
polarized field amplitudes were computed in-
dependently, with their own individual reflec-
tion and transmission coefficients.

As we added first the polarized laser, the lin-
ear and circular polarizers, the phase retarders,
the Faraday rotator, and finally, the polarized
beam-splitter, we had access to an increasing
number of polarized components with which
we were able to build and test real-world opti-
cal systems featuring polarization. Two in par-
ticular, the Faraday isolator and the previously-
discussed Sagnac interferometer, we will now
take a closer look at.

The Faraday isolator we modelled within the
program consisted of a series arrangement of
many of the same polarizers we have discussed
previously. Isolators are typically featured in
optical systems to allow the propagation of

light in only one direction along the optical
path, and as such it is sometimes referred to as
an optical diode.

Within our model, a polarized laser is first
introduced from the left into the west port of
a polarized beam splitter. The beam splitter
features p and s reflection and transmission
coefficients such that only the p-polarized com-
ponent of the laser is transmitted through the
device and out the east port, whereas the s-
polarized component is reflected out the north
port, and effectively removed from the isolator
entirely.

The now completely p-polarized laser then
encounters a Faraday rotator where the plane
of polarization is rotated by a 45 degree angle.

Exiting the rotator, the beam then encounters
a half-wave plate which acts to change the state
of polarization from linear to circular.

Our isolator then features a second polar-
ized beam-splitter identical to the first, with
the same geometric orientation and p and s
coefficients of reflection and transmission. The
beam again enters the west port where only
the p-polarization is transmitted out through
the east port. The s-polarization is once again
reflected out through the north port, and away
from the optical axis of the isolator.

Finally an ideal mirror was connected to the
east port of out second beam splitter, where
the p-polarized component of the laser would
be reflected back into the isolator.

We then once again computed light field am-
plitudes using FINESSE for a number of points
within our isolator, and compared to what was
expected analytically. After a number of small
adjustments, we concluded that our simulated
Faraday isolator was indeed working as ex-
pected.

The final polarization test we went about
implementing was that of the zero-area Sagnac
interferometer, with the eventual goal of testing
it using a series of signals reminiscent of actual
gravitational waves.

We began by defining the variety of compo-
nents we would need to successfully construct
the Sagnac, including ideal and partially re-
flecting mirrors, three polarized beam splitters,
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Figure 1: The Sagnac interferometer[8].

quarter waves plates, and a polarized laser. The
components were them arranged as in the fig-
ure below.

Note that in order to accommodate the cen-
tral square loop as seen in the figure, the north
port of the PBS1 was connected directly to the
east port of PBS2.

Unlike our earlier tests of somewhat sim-
pler polarized optical systems, we unfortu-
nately ran into a number of issues when trying
to implement the Sagnac, perhaps most note-
worthy the Python-generated error indicating
that Suitesparse could not provide an inverse
for the appreciably large but sparse matrix for
our interferometer.

We tried a variety of approaches in an at-
tempt to isolate the error. By breaking down
the Sagnac down into smaller subsystems and
then testing them independently, we found that
the error most likely resided in the workings
of the central square loop.

As of the time of this writing, we are still
trying to pinpoint the error but are looking
forward to its rectification and future release
of FINESSE 3.

The study of gravitional waves has come a
long way in the over four decades since Hulse
and Taylor’s work at Arecibo, and as our ef-
forts to observe them has resulted in the con-
struction of ever more powerful and complex

detectors, the need to model and study these
very same systems has increased as well. It is
to this end that all current and future releases
of FINESSE endeavors to achieve.
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